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1. Introduksjon

• Hva er manglende data?

• Mekanismer for manglende data: MCAR, MAR, MNAR
• Multippel imputering og alternative metoder: Complete case, 

enkel imputering, multippel imputering (MI), mixed model, 
full maximum likelihood (FIML).

4

Missing data:

• ”Holes” in the data matrix which ideally should
be complete

• Usually, these are data we intended to collect, 
but for some reason did not. 

• There exists a meaningful value which was not 
recorded.
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Longitudinal study – complete data
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Longitudinal study – missing data

X
X

Longitudinal study – missing data
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Missing data mechanism

Let R denote what is missing, for example 0 (1) if the 
corresponding value is observed (missing).

The probability distribution of R has been called 
• Missing data mechanism
• Probability of nonresponse
• response mechanism
• missingness mechanism
• probability of missingness
• distribution of missingness

 
Types of missing data 
(Missing data mechanism) 

The probability that a data 
value is missing 
(unobserved) can depend on 

MCAR 
Missing Completely at Random 

Neither observed or 
unobserved values 

MAR  
Missing at Random  
(Ignorable nonresponse) 

Only observed values 
 

MNAR 
Missing Not at Random 
(Nonignorable nonresponse) 

Unobserved values (and 
observed values) 
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Types of missing data (Sterne et al. 2009)

• Missing completely at random—There are no systematic 
differences between the missing values and the observed 
values. For example, blood pressure measurements may be 
missing because of breakdown of an automatic 
sphygmomanometer

• Missing at random—Any systematic difference between the 
missing values and the observed values can be explained by 
differences in observed data. For example, missing blood 
pressure measurements may be lower than measured blood 
pressures but only because younger people may be more 
likely to have missing blood pressure measurements

• Missing not at random—Even after the observed data are 
taken into account, systematic differences remain between 
the missing values and the observed values. For example, 
people with high blood pressure may be more likely to miss 
clinic appointments because they have headaches

12

Missing data may be viewed as two stage 
sampling:

• First, there is a (potentially) complete data set.

• Second, some of the values are missing due to 
«sampling» by the missing data mechanism.
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YCom

Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33

Y41 Y42 Y43

R

0 0 0

0 0 0

0 1 0

0 0 1

YObs

Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y33

Y41 Y24

Ymis

Y32

Y43

Types of missing data 
 
Ycom = (Yobs, Ymis) 
 
 
MAR: The distribution of missingness does not depend on Ymis: 
 
P(R|Ycom) = P(R|Yobs) 
 
MCAR: It does not depend on Yobs either: 
 
P(R|Ycom) = P(R) 
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Plausibility and implications of MAR

• Planned missingness is usually MCAR or MAR
– Certain sequential designs
– Multiple questionnaire forms

• MAR may (in principle) be tested by obtaining follow-up 
data from non-respondents

• Else: No way to test if MAR holds:
MAR is an unverifyable assumption

• In some situations, erroneous assuming MAR has small
impact on results. Generally, assuming MAR introduces 
less bias than assuming MCAR. (refs in Schafer & 
Graham 2002)

Impute: 
To fill in data values (usually missing data) 
with values that are thought to be 
sensible.

Day, S: 2007: Dictionary for clinical trials, 
2nd ed, Wiley
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Some traditional methods and some 
recommended methods. (Unbiased when)

• Complete case analysis, available case analysis (MCAR)

• Single imputation

– Mean substitution (never)

– Averaging available items on a scale (?)

– LOCF (Last Observation Carried Forward) (never)

– Defining «missing» as a data value (never)

– Using logical structure in a questionnaire (can be OK)

– Proper single imputation such as the EM (Expectation-
Maximation algortithm) (MAR but underestimates uncertainty)

• Multiple Imputation (MI) (MAR)

continues on next slide …

18

Some traditional methods and some recommended
methods (continued). (Unbiased when)

• Full model based analysis (full information maximum likelihood) 

– Mixed model (MAR)

– Generalized Estimating Equations  (GEE) (MCAR)

– Structural equation modelling (SEM) (MAR)

• Weighting procedures (mainly in surveys) (MAR)

• Models for MNAR (MNAR if the unverifiable assumptions are
correct)

– Selection models

– Pattern mixture models

17
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Example from:

Hallan, S. I., Ritz, E., Lydersen, S., Romundstad, S., Kvenild, 
K., & Orth, S. R. Combination of estimated glomerular 
filtration rate and albuminuria provides best prediction of 
kidney failure: Results of the HUNT II study, Norway. 
Journal of the American Society of Nephrology, 2009. 

Cox proportional hazards regression with time to kidney 
failure (CKD stage 5) as dependent variable.

HUNT II (Helseundersøkelsen i Nord-Trøndelag), 1995-
1997. Follow-up until 2007.
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92939 persons, 20 years and older, were invited. 65589 
(70.6%) responded. 
124 kidney failures.
8360 were hypertensive or had diabetes mellitus. These 
were asked to deliver urine samples, and 88.6% did so. In 
addition, a random 5% sample of non-diabetic non-
hypertensive subjects (n=2,861) was also asked to deliver 
urine samples; 75.6% did so.

Hence: For 95% of the non-diabetic non-hypertensive 
subjects, urine samples were 
Missing at random (MAR) by design.

 
Variable n % missing 
Follow-up time 65589 0,0 
Age 65589 0,0 
Male sex 65589 0,0 
Low education 61369 6,4 
Depression 58423 10,9 
Smoking 64395 1,8 
Low physical activity 57881 11,8 
Diabetes mellitus 64693 1,4 
CVD 64624 1,5 
BMI 64306 2,0 
Waist circumference 64022 2,4 

 

21

22



27.01.2021

12

 
Variable n % missing 
Systolic BP 64708 1,3 
Diastolic BP 64708 1,3 
Cholesterol 65158 0,7 
HDL-Cholesterol 65155 0,7 
GLUCOSE 65158 0,7 
Triglycerides 65158 0,7 
Creatinine 65158 0,7 
eGFR 

1)
 65158 0,7 

ACR 2) 9703 85,2 

 
1) estimated glomerular filtration rate 
2)

 Albumin creatinin ratio (from urine sample) 
   Not requested (Missing by design): 82,8 % 
   Requested, but not deliverd: 2,5%  
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Example from:

Prestmo, A., Hagen, G., Sletvold, O., Helbostad, J.L., 
Thingstad, P., Taraldsen, K., Lydersen, S., Halsteinli, V., 
Saltnes, T., Lamb, S.E., Johnsen, L.G., & Saltvedt, I. “A 
randomised trial of comprehensive geriatric care in hip-
fracture patients.” The Lancet, In press, 2014.

Hip fracture patients > 70 years. RCT of Comprehensive 
Geriatric care (CGC) versus usual ortopaedic care (OC)

397 patients assessed at baseline, 1 month, 4 months and 
1 year.
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Missing data:
• Partially missing data at a time point: 

– Typically <1% missing. 

– Single imputation using the EM algorithm.

• No data at a time point:

– About 15% to 30% missing.

– Mixed model analysis.

“We used single imputation with the Expectation Maximation (EM) 
algorithm for imputation of single missing items on questionnaires 
and performance tests, using scores from the  same time-point as 
predictors.   …  Linear mixed models for repeated measurements 
were performed  with SPPB, BI, CDR, NEAS, EQ-5D-3L and MMSE as 
dependent variables, controlling for age, sex  and femoral neck  
fractures.”

Missing data on scales: 
 
Barthel index: 
An ordinal scale with 10 items used to measure performance in activities of daily living.  
 
Missing data: 

Time point complete 10 missing 1 missing 2 missing sum 

proportion 
missing 
except 
cases with 
10 missing 

Complete 
or max 2 
missing 

1 365 10 19 3 397 0,00646 387 
2 326 49 21 1 397 0,006609 348 
3 318 64 15 0 397 0,004505 333 
4 288 97 10 2 397 0,004667 300 

 
 
Among cases with complete, 1 missing or 2 missing, the proportion missing is only 0.5% to 0.7%. 
Hence, I use single imputation with the EM algorithm on these, using the other Barthel scores from 
the same time point as predictors. 
Some of the imputed values are slightly out of range. These are set to the range (0-1, 0-2, 0-3, 
respectively). 
 

27
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Prestmo et al (2014), Table 3.

Primary endpoint: Short Performance Physical Battery (SPPB) at 4 months.

Note that the extent of missing data is made clear by reporting n for each 
outcome at each time point.

The mixed model analysis utilized all data in the estimation, for example also for 
patients without SPPB data at 4 months.
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30



27.01.2021

16

31

32



27.01.2021

17

33

Complete case analysis and available
case analysis

• Complete case analysis (also called case deletion or 
listwise deletion)
– Only use cases with complete data on all the variables to be 

used. 

• Available case analysis (alo called pairwise deletion or 
pairwise inclusion)
– In each analysis, use as many cases as possible (with complete

data for  the analysis at hand)

• Default in many computer programs.

• Introduces bias unless data are MCAR.

Altman & Bland (BMJ, 2007):
“ … complete case analysis: …  When only a very few 
observations are missing little harm will be done”

Schafer J. L. 1997, “Analysis of incomplete multivariate data” 
Chapman & Hall, London, page 1:
“When incomplete cases comprise only a small fraction of all 
cases (say, five percent or less) then case deletion may be a 
perfectly reasonable solution to the missing-data problem.” 

Bjørnstad & Lydersen (2012): “However, it is problematic to 
set up a general rule as to what is a small fraction in this 
context. That depends on how much the missing data 
mechanism departs from MCAR.”

33
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Mean substitution:

• For subject missing data on a variable, fill in the mean
for the subjects with data on the variable.

• NEVER OK to do this

• Note that this means averaging across subjects. 
Averaging within subjects (items on a scale) can be OK

36

Averaging available items on a scale
Example:

• 36-Item Short Form Survey (SF-36) is a generic quality of life 
instrument.

• Consists of eight scales with 2 to 10 items each:
– physical functioning
– role limitations due to physical problems
– bodily pain
– general health perceptions
– Vitality
– Social functioning
– role limitations due to emotional problems
– mental health

• Recommended in the manual: On each scale, compute the 
average score if at least 50% of the items are available

35
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Time
0 t1

Unit

Form

Scale

Item

Example: Quality of Life questionnaires

Beregning av gjennomsnitt i SPSS  
 
Mean(q21, q22, q23, q24). 
beregner hvis minst en av variablene er gitt 
 
(q21+ q22 + q23 + q24)/4 
beregner bare hvis alle variablene er gitt  
 
Mean.2(q21, q22, q23, q24). 
beregner hvis minst 2 av verdiene er gitt 
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Longitudinell studie – last observation carried forward (LOCF)

X
X

Last observation carried forward (LOCF, LVCF)

As LOCF is neither valid under general assumptions nor based on 
statistical principles, it is not a sensible method, and should not 
be used. (Carpenter and Kenward 2015)

“LOCF” is an assumption that is rarely clinically plausible.” 
(O'Kelly and Ratitch 2014)

“This method is attractive because it is simple, but it has little 
else to recommend it.” (Vickers and Altman 2013)
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Last observation carried forward (LOCF, LVCF)

“ … LOCF is dubious. The method has long been used in clinical 
trials. The U.S. Food and Drug Administration (FDA) has 
traditionally viewed LOCF as the preferred method of analysis, 
considering it conservative and less prone to selection than 
listwise deletion. However, ( (Molenberghs and Kenward 2007) 
pp 47 – 50) show that the bias can operate in both directions, 
and that LOCF can yield biased estimates even under MCAR.” 
(van Buuren 2018)

42

Defining «missing» as a data value

For example, if smoking has the categories 0 (no) and 1 
(yes), one could add an additional category 2 (missing), 
and regard this as three nominal categories with no missing 
answers. Such approaches have the potential to introduce 
bias and are not recommended, see Horton and Kleinman
(2007) and Carpenter and Kenward (2015, page 33) and 
references therein.
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Using logical structures in the questionnaire

Example: The HUNT 2 questionnaire includes several 
questions about smoking habits  

“Do you smoke daily at present?”

“If you smoked earlier, how long ago did you quit smoking?”

If the first question is unanswered, and the second question 
is answered, one can deduce that the person does not smoke 
daily at present. Originally, 15% of the subjects did not 
answer the question about daily smoking. Assuming that the 
answers were internally consistent, it was possible to fill in 
most of the missing values, resulting in only 2% missing in 
daily smoking (Hallan et al 2009).

44

Single imputation:
The EM (Expectation – Maximation) Algorithm for 
ML estimation

• Assume a multivariate distribution (usually normal)
• Fill in missing data with a best guess
• Estimate the parameters for the complete data set
• Re-guess missing data with the estimated

parameters
• Repeat until convergence

• May need many iterations

• Available in many statistical software packages

• Unbiased if MAR but underestimates uncertainty

43

44



27.01.2021

23

Single EM imputation

EM
EM

Single EM imputation

X
X

EM
EM
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MI (Multiple Imputation)

• Create m > 1 (for example m=20) data sets by single 
imputation from the conditional distribution (Imputation
model)

• Analyse each data set by a complete data method
(Analysis model)

• Combine the results using simple artihmetric to obtain
overall estimates reflecting missing data uncertainty and 
finite-sample variations.

Multiple imputation

X
XX

XX
X
X
X

XX

47
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MI - advantages

• Retains the attractive of single imputation from 
conditional distribution

• A single imputed set may be randomly atypical

• Does not underestimate uncertainty

• Unlike other Monte Carlo methods, few repetitions are
needed. 

Rubin’s (1987) rules for combining estimates and variances 
 

Q = the population quantity of interest, ˆ( )U Var Q  
 

m estimates ( )ˆ jQ , U(j), for j = 1, …, m 
 
Estimate for Q:   
 

( )

1

1 ˆ
m

j

j

Q Q
m 

   
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Average within-imputation variance   
 

( )

1

1 m
j

j

U U
m 

   

 
Between-imputation variance   
 

2
( )

1

1 ˆ
1

m
j

j

B Q Q
m 

      

 
Total variance:   
 

1
1T U B

m
    
 

 

Student’s t approximation for confidence intervals and tests for Q 
 

~
Q Q

t
T




 

 
where  
 

2

1
( 1) 1

(1 )

U
m

m B
 

 
    
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2. MI imputeringsmodell (mm)

• Valg av variable i imputeringsmodellen
• Interaksjoner og ikkelineære effekter
• Hvor mange imputerte datasett?

54

Study the amount of and patterns of
missing data

• Calculate amount of missing data for the relevant 
variables. STROBE, Descriptive data, 14b: «Indicate the 
number of participants with missing data for each 
variable of interest”

• Study missing data patterns

STROBE Statement—checklist of items that should be included in reports of 
observational studies. 
https://www.strobe-statement.org/index.php?id=available-checklists

53
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Multiple imputation  
 
Analysis model: 
 

1 2 3| py x x x x  

 
Imputation model: 
A set of regression equations  
(usually linear, binary logistic regression, nominal logistic regression,  
or ordinal logistic regression) 
 

1 2 3

2 1 3

1 2 1

|

|

|

p

p

p p

x y x x x

x y x x x

x y x x x 







 

Straightforward if missingness is monotone (  missing   is missing for ij ikx x k j   ) 

 

1

2 1

3 1 2

1 2 1

|

|

|

|p p

x y

x y x

x y x x

x y x x x 




 

 
Else: Use chained equations, solved iteratively using Markov Chain Monte Carlo (MCMC) 
 

1 2 3

2 1 3

1 2 1

|

|

|

p

p

p p

x y x x x

x y x x x

x y x x x 






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MI using chained equations

• Idea: Mimic the conditional distribution of the missing 
values given the joint distribution

• Automatic procedure: 
– Uses Markov Chain Monte Carlo (MCMC) technique

– Initial guesses for the missing values are inserted.

– Use the equations to improve the predicted missing values

– Repeat until convergence (not always achieved)

• Even when convergence is achieved, it can happen that 
it converges at some other distribution

• Simulation studies confirm that the procedure works 
(surprisingly) well

58

Predictors in the imputation model

• Include all variables to be used in the main analysis
model(s). Failure to do so may bias the analysis.

• The outcome variable in the analysis model must be 
included as a predictor in the imputation model

• Possibly include (auxilliary) variables not in the
analysis model:
– Include predictors of missingness.
– Include variables associated with the variable to be imputed

• Rather use a rich model than a model with few
covariates.

• But: Limit the number of predictors, to avoid
mathematical instability. The default maximum in 
SPSS is 100. Usually wise to stay well below 100.

57
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Predictors in the imputation model

• Possible interactions and nonlinear effects must be 
handled appropriately. 

• Some algorithms require categorical variables to be 
coded 0, 1, …, k

• When the main analysis is lifetime analysis such as 
Cox regression, include both the time t and censoring
indicator as predictors. Some authors recommend
using ln(t). But the literature on methods for censored
data is rapidly evolving (van Buuren 2018, page 93 to 
96 and page 270)

• Multilevel analysis models: The multilevel structure
must be included in the imputation model.

Interactions and nonlinear effects in the analysis model:

Interaction: 
Includes the term x1x2 in addition to the main effect x1 and x2. 

Nonlinear effect: 
For example, x3 and x3

2. 

59
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Traditional advice (“passive imputation”): 
Compute the terms x1x2 and x3

2 after x1, x2, and x3 have been 
imputed.

But this may induce bias: 
Although y is a linear function of x1x2 , and of x3 and x3

2 in the 
main analysis model: Still, x1, x2, and x3 are NOT linear 
functions of y in the imputation model. 

Possible remedies: 
• JAV (Just another variable): Treat x1x2 and x3

2 as if they are 
separate variables, not functions of x1, x2, and x3 .

• Dichotomous variable in the interaction (f.ex. sex): Split file in 
two and impute separately, then combine the imputed files.

• See also (van Buuren 2012) and (Carpenter & Kenward
2013).

For RCT, Sullivan et al (2018) generally recommend imputing 
separately in the treatment arms.

In MI algorithms, continuous variables are generally assumed 
normally distributed. What if the variable to be imputed has a 
skewed distribution or limited range:

Examples:
• Concentration of a substance in a liquid
• Likert scale, for example from 0 (or 1) to k

Possible solutions:
a) Non-rounded regression (including out of range values)
b) Impute on transformed variable (fex log(x) or log(x+c) or sqrt(x))
c) Post-imputation rounding
d) Truncated regression
e) Predictive mean matching
f) Combining b) with c), d) or e)

Note that the range restrictions in the MI menu in SPSS use during-
imputation rejection of out of range values. This may be similar to d), 
but I expect it to introduce bias. I do not recommend it.
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Skewed or limited range variables:

Varying advice exists in the literature.

(Rodwell et al. 2014): “… the best method to impute 
limited-range variables is to impute on the raw scale 
with no restrictions to the range, and with no post-
imputation rounding. … Although this imputation 
method results in some implausible values, it 
appears to be the most consistent method with low 
bias and reliable coverage … “

The purpose of MI is not to create sensible data sets, 
but sensible estimates.

Impute the outcome variable?

Under MAR, there are generally no benefits to impute the outcome, and 
for a low number of imputations the results may even be somewhat more 
variable because of simulation error. There is an important exception to 
this. If we have access to an auxiliary complete variable that is not part of 
the model and that is highly correlated with the outcome, imputation can 
be considerably more efficient than complete case analysis, resulting in 
more precise estimates and shorter confidence intervals. A common 
scenario where this occurs is if we have a cheap outcome measure for 
everyone, and an expensive measure for a subset.

In many data sets, missing data also occur in the independent variables. In 
these cases, we need to impute the outcome variable since its imputed 
version is needed to impute the independent variables.

https://stats.stackexchange.com/questions/46226/multiple-imputation-
for-outcome-variables (Stef van Buuren, 13 Jan 2013) 
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Impute the outcome variable?

«Suppose that the complete-data model is a regression
with outcome Y and predictors X. If the missing data 
occur in Y only, complete-case analysis and multiple 
imputation are equivalent, so then complete-case 
analysis is preferred since it is easier, more efficient
and more robust (Von Hippel, 2007). … Multiple 
imputation gains advantage over complete-case 
analysis if additional predictors for Y are available that
are not part of X. The efficiency of complete-case 
analysis declines if X contains missing values, which
may result in inflated type II error rates.» (Van Buuren
2018, page 57)

Proper MI reflecting the uncertainty in the model parameters 
 

A single imputation is drawn from ˆ( | ; )mis obsP Y Y   

 
MI:  
 
simulate m plausible values (1) ( ),..., m   

draw ( )t
misY  from ( )[ | ; ]t

mis obsP Y Y   for t=1,…,m 

 
Bayesian approach with a prior distribution for    
is natural but not essential 
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Imputation of (residual) value given 
predictive value. Alternatives:

• Draw from the estimated regression model

• Predictive mean matching (PMM): Draw and outcome
randomly from the k cases with close predictive value. 
(Default is k=1 in Stata)
– Does not return values outside the observed range

– Robust against misspecification of the imputation model

– Works best with large data sets

– May perform poosly in small data sets, especially with a small
number of discrete values

68

How many imputationsm?

• The classic advice was m = 3 to 5.

• Bjørnstad & Lydersen (2012) generally recommend
m = 20. But a higher number may be required to 
report p-values with, say, 2 digits accuracy. 

• Van Buuren (2018) reviews relevant work. «It could
be beneficial to set m higher, in the range 20 to 
100.»

• If you use m=100, you are on the safe side. 
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Set random seed

• Set random seed (to for example 12345) to make it 
possible to exactly reproduce results :
– SPSS: set seed = 12345.

– Stata: Option rseed(12345)

70

3. MI analysemodell

• Rubins regler
• Hvilke analyser og parametre kan håndteres?

69
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Rubin’s (1987) rules for combining estimates and variances 
 

Q = the population quantity of interest, ˆ( )U Var Q  
 

m estimates ( )ˆ jQ , U(j), for j = 1, …, m 
 
Estimate for Q:   
 

( )

1

1 ˆ
m

j

j

Q Q
m 

   

Average within-imputation variance   
 

( )

1

1 m
j

j

U U
m 

   

 
Between-imputation variance   
 

2
( )

1

1 ˆ
1

m
j

j

B Q Q
m 

      

 
Total variance:   
 

1
1T U B

m
    
 
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Student’s t approximation for confidence intervals and tests for Q 
 

~
Q Q

t
T




 

 
where  
 

2

1
( 1) 1

(1 )

U
m

m B
 

 
    

 

 
Relative increase in variance due to nonresponse: 
 

1
1 B

m
r

U

  
   

 
Fraction missing information (FMI): The part of the total variance of the estimate for 
Q which is attributed to missing values 
 
 

2 ( 3)

1

r

r

  



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Which statistics (quantities) can be 
combined using Rubin’s rules?

• Straighforward:
– Mean, standard deviation, proportion, regression coefficient, 

area under the ROC curve

• Log transformed (that is the regression coefficient):
– Odds ratio, hazard ratio

• Correlation: Use the Fisher z transformation

• Not applicable: Statistics whose values change
systematically with sample size, such as:
– P-values, likelihood ratio statistic

76

Check plausibility of results …

• Outliers among the m estimates?

• Check fraction missing information
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Eventuelle ekstra slides om longitudinelle data:

78

Alternative methods for logitudinal data:

– Repeated measures ANOVA

– Mixed models

– Generalized estimating equations (GEE)

Some structural equation models (SEM), including growth models, 
are generalizations of mixed models, and relevant with latent 
variables beyond random intercept and random slope models.
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Repeated measures ANOVA

• Only complete cases are included in the analysis

• Unbiased only if data are missing completely at random 
(MCAR)

• The underlying mathematical model is not transparent

• Was an attractive method before computers became
powerful (Personal communication with Garrett M. 
Fitzmaurice)

• Ought to be in the museum.

Chance, vil 18, no 3, 2005
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Mixed models

• Includes all subjects, also those with missing data at 
some time point(s)

• Unbiased under the less restrictive missing at random 
(MAR) assumption

• Transparent mathematical model

82

GEE:
Generalized estimating equations

• A useful alternative to Mixed models, especially for 
categorical outcome such as binary data (logistic
regression) or count data (Poisson regression).

• Unbiased only if data are MCAR
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