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STROBE Statement—checklist of items that should be included 
in reports of observational studies:

• Missing data: 
– Explain how missing data were addressed. 

(STROBE, Statistical Methods, 12c)
– Indicate the number of participants with missing 

data for each variable of interest (STROBE, 
Descriptive data, 14b)

https://www.strobe-statement.org/index.php?id=available-checklists

Longitudinal study – complete data



11.05.2018

3

Longitudinal study – missing data

X
X

Longitudinal study – missing data
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Missing data:

• ”Holes” in the data matrix which ideally should
be complete

• Usually, these are data we intended to collect, 
but for some reason did not. 

• There exists a meaningful value which was not 
recorded.
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Types of missing data (Sterne et al. 2009)

• MCAR: Missing completely at random—There are no systematic 
differences between the missing values and the observed values. 
For example, blood pressure measurements may be missing 
because of breakdown of an automatic sphygmomanometer

• MAR: Missing at random—Any systematic difference between the 
missing values and the observed values can be explained by 
differences in observed data. For example, missing blood 
pressure measurements may be lower than measured blood 
pressures but only because younger people may be more likely to 
have missing blood pressure measurements

• MNAR: Missing not at random—Even after the observed data are 
taken into account, systematic differences remain between the 
missing values and the observed values. For example, people 
with high blood pressure may be more likely to miss clinic 
appointments because they have headaches

 
Types of missing data 
(Missing data mechanism) 

The probability that a data 
value is missing 
(unobserved) can depend on 

MCAR 
Missing Completely at Random 

Neither observed or 
unobserved values 

MAR  
Missing at Random  
(Ignorable nonresponse) 

Only observed values 
 

MNAR 
Missing Not at Random 
(Nonignorable nonresponse) 

Unobserved values (and 
observed values) 
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Some methods for handling missing data. 
(Unbiased when)

• Complete case analysis, available case analysis (MCAR)
• Single imputation

– Mean substitution (never)
– Averaging available items on a scale (?)
– LOCF (Last Observation Carried Forward) (never)
– Proper single imputation such as the EM (Expectation-

Maximation algortithm) (MAR but underestimates
uncertainty)

• Multiple Imputation (MI) (MAR)

Based on (Bjørnstad & Lydersen 2012)

continues on next slide …
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Some methods for handling missing
data(continued). (Unbiased when)

• Full model based analysis (for example full information
maximum likelihood) 
– Linear mixed model (MAR)
– Generalized Estimating Equations  (GEE) (MCAR)
– Structural equation modelling (SEM) (MAR)

• Weighting procedures (mainly in surveys) (MAR)
• Models for MNAR (MNAR if the unverifyable assumptions

are correct)
– Selection models
– Pattern mixture models

Based on (Bjørnstad & Lydersen 2012)



11.05.2018

7

Missing values and Intention to treat (ITT)

(Carpenter and Kenward 2007), page 24, state: “Thus the ITT interpretation cannot 
be directly adopted when outcome data are missing (Hollis and Campbell 1999), a 
fact that appears to remain quite widely misunderstood (Wood et al. 2004).”

References
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controlled trials - a practical guide.” Birmingham, National Institute for Health 
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of published randomised controlled trials. BMJ, 319, (7211) 670-674

Wood, A.M., White, I.R., & Thompson, S.G. 2004. Are missing outcome data 
adequately handled? A review of published randomized controlled trials in major 
medical journals. Clin.Trials, 1, (4) 368-376

14

Example: Averaging available items on a scale:

• 36-Item Short Form Survey (SF-36) is a generic quality of life 
instrument.

• Consists of eight scales with 2 to 10 items each:
– physical functioning
– role limitations due to physical problems
– bodily pain
– general health perceptions
– Vitality
– Social functioning
– role limitations due to emotional problems
– mental health

• Recommended in the manual: On each scale, compute the 
average score if at least 50% of the items are available
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Time
0 t1

Unit

Form

Scale

Item

Example: Quality of Life questionnaires

Calculating mean in SPSS 

Mean(q21, q22, q23, q24).
Calculates mean if data on at least one variable

(q21+ q22 + q23 + q24)/4
Calculates mean if data are are available for all variables

Mean.2(q21, q22, q23, q24).
Calculates mean if data are are available for at least 2 variables

Mean.m(q21, q22, q23, q24).
Calculates mean if data are are available for at least m variables
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Longitudinell studie – last observation carried forward (LOCF)

Longitudinell studie – last observation carried forward (LOCF)

X
X
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“Last observation carried forward” (LOCF) is unfortunately used in 
many publications, probably due to its simplicity. 

“LOCF” is an assumption that is rarely clinically plausible.” (O'Kelly and 
Ratitch 2014)

“This method is attractive because it is simple, but it has little else to 
recommend it.” (Vickers and Altman 2013)

References

O'Kelly, M. & Ratitch, B. 2014. Clinical trials with missing data
a guide for practitioners Chichester, Wiley.
Vickers, A.J. & Altman, D.G. 2013. Statistics notes: missing outcomes in 
randomised trials. BMJ, 346, f3438 

Single EM imputation

EM
EM
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Single EM imputation

X
X

EM
EM

Multiple imputation

X
XX

XX
X
X
X

XX
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MI (Multiple Imputation), Rubin (1987)

• Create m > 1 (for example m=20) data sets by single 
imputation from the conditional distribution (Imputation
model)

• Analyse each data set by a complete data method
(Analysis model)

• Combine the results using simple artihmetric to obtain
overall estimates reflecting missing data uncertainty and 
finite-sample variations.

24

MI - advantages

• Retains the attractive of single imputation from 
conditional distribution

• A single imputed set may be randomly atypical

• Does not underestimate uncertainty

• Unlike other Monte Carlo methods, few repetitions are
needed. 
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Rubin’s (1987) rules for combining estimates and variances 
 

Q = the population quantity of interest, ˆ( )U Var Q  
 

m estimates ( )ˆ jQ , U(j), for j = 1, …, m 
 
Estimate for Q:   
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Student’s t approximation for confidence intervals and tests for Q 
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Proper MI reflecting the uncertainty in the model parameters 
 

A single imputation is drawn from ˆ( | ; )mis obsP Y Y   

 
MI:  
 
simulate m plausible values (1) ( ),..., m   

draw ( )t
misY  from ( )[ | ; ]t

mis obsP Y Y   for t=1,…,m 

 
Bayesian approach with a prior distribution for    
is natural but not essential 
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How many imputationsm?

• The classic advice was m = 3 to 5.
• Bjørnstad & Lydersen (2012) generally

recommend m = 20. But a higher number
may be required to report p-values with, 
say, 2 digits accuracy. 

• Van Buuren (2012) reviews relevant work. 
«It could be beneficial to set m higher, in 
the range 20 to 100.»

• If you use m=100, you are on the safe 
side. 

Impute the outcome variable?

Under MAR, there are generally no benefits to impute the outcome, and for a 
low number of imputations the results may even be somewhat more variable 
because of simulation error. There is an important exception to this. If we have 
access to an auxiliary complete variable that is not part of the model and that is 
highly correlated with the outcome, imputation can be considerably more 
efficient than complete case analysis, resulting in more precise estimates and 
shorter confidence intervals. A common scenario where this occurs is if we have 
a cheap outcome measure for everyone, and an expensive measure for a 
subset.

In many data sets, missing data also occur in the independent variables. In 
these cases, we need to impute the outcome variable since its imputed version 
is needed to impute the independent variables.

https://stats.stackexchange.com/questions/46226/multiple-imputation-for-
outcome-variables (Stef van Buuren, 13 Jan 2013) 
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Alternative methods for logitudinal data:

– Repeated measures ANOVA

– Mixed models

– Generalized estimating equations (GEE)

Some structural equation models (SEM), including growth models, 
are generalizations of mixed models, and relevant with latent 
variables beyond random intercept and random slope models.

32

Repeated measures ANOVA

• Only complete cases are included in the analysis

• Unbiased only if data are missing completely at random 
(MCAR)

• The underlying mathematical model is not transparent

• Was an attractive method before computers became
powerful (Personal communication with Garrett M. 
Fitzmaurice)

• Ought to be in the museum.
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Chance, vil 18, no 3, 2005

34

Mixed models

• Includes all subjects, also those with missing data at 
some time point(s)

• Unbiased under the less restrictive missing at random 
(MAR) assumption

• Transparent mathematical model
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GEE:
Generalized estimating equations

• A useful alternative to Mixed models, especially for 
categorical outcome such as binary data (logistic
regression) or count data (Poisson regression).

• Unbiased only if data are MCAR
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