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Background:

What are confounders, 
colliders, mediators, and 
modifiers?
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Definition of a confounder
(Rothman: ”Epidemiology: An Introduction”. 2nd ed. Oxford 
University Press, 2012, page 108.)

Confounding can be thought of as a mixing of effects. A 
confounding factor, therefore, must have an effect and must be 
imbalanced between the exposure groups to be compared.

• A confounder must be associated with the disease (either as a 
cause or a proxy for a cause but not as an effect of the disease).

• A confounder must be associated with the exposure.

• A confounder must not be an effect of the exposure.

Comment: Data can only show us an association. The plausible 
direction of a causual effect must stem from other substantive 
knowledge about the phenomenon.
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C is a confounder:
Adjust for C in the analysis. Else it would 
introduce bias.
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Example:

Mangerud, W.L., Bjerkeset, O., Holmen, T.L., Lydersen, S., & Indredavik, M.S. 2014. Smoking, 
alcohol consumption, and drug use among adolescents with psychiatric disorders compared 
with a population based sample. Journal of Adolescence, 37, (7) 1189-1199

Psychiatric disorder Substance use
(smoking, alcohol, illicit drugs)

Age
Sex
SES?
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U is an umeasured confounder.
Adjusting for C removes the bias caused by U.

C
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How to adjust for confounders

• Confounders as covariates in regression analysis

• Stratified analysis

• Separate analyses
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C is a collider:
Do not adjust for C in the analysis 
– that would introduce bias.
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M is a mediator: 
Adjust for M? Depends on the research question.
If you adjust for M, the estimated effect of E on D would 
be only the direct effect not mediated through M.
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Example:

Tobacco Smoking Cardiovasculsar disease
(CVD)

High blood pressure
(hypertension)

9
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Interaction 
(effect-measure modification) 

12

We have illustrated confounders, mediators and colliders in 
DAG’s (Directed Acyclic Graphs). 

How about interactions?

“From a practical point-of-view some might miss a DAG 
representation of interactions. This is perhaps obvious, as an 
interaction is a scale-dependent concept, and the DAGs do 
not specify a scale, …”

(Gran, M. G., Stigum. H., Håberg, S. E. and Aalen O. O: Chapter 15: 
“Causal inference” in Veierød, M., Lydersen, S. and Laake: “Medical 
statistics in clinical and epidemiological research.” Gyldendal Akademisk 
2012.)
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Interactions 
(also called modifiers, effect modifiers, or moderators)

Linear model: 
 

0 1 1 2 2 3 1 2( )

Interaction term

E Y x x x x       


 

 
If there is an interaction 3( 0)  ,  

the effect of 1x depends on the value of 2x .  

 
F.ex. when 2 0x  , the effect of 1x  is 1 ,  

and when 2 1x  , the effect of 1x  is 1 3  . 

14

(Rothman: ”Epidemiology: An Introduction”. 2nd ed. Oxford University Press, 2012, page 199.)

13

14



08.09.2020

8

15

Interaction?
No
yes

16

Interaction?
yes
no

15
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Example A: 
Interaction on a linear scale (additive initeraction) but not on a 
logartithmic scale (no multiplicative initeraction)

Example B:Vice versa.

The interaction depends on which scale is used!

18

(Rothman: ”Epidemiology: An Introduction”. 2nd ed. Oxford University Press, 2012, page 199.)
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Rothman (2012, Chapter 11: ”measuring interactions”) :

Biological interaction is interaction on an additive scale.

20

 
Interaction Risk 

=

50 10 5 1 36

36 / 50 72%

AB A B UR R R R  

    



 

 
Interaction Risk 

=

13.6 3.1 6.9 1 4.6

4.6 /13.6 34%

AB A B UR R R R  
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(Smibar, plastisk)

The distinction between ordinal and disordinal interaction is scale-independent!
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Linear model with interaction: 
 

0 1 1 2 2 3 1 2( )E Y x x x x        

 
Reparametrization (Widaman et al. 2012): 
 

0 1 1 3 1 2( ) ( ) [( ) ]E Y x c x c x        
 
Which is not linear in the parameters 0 1 3, , ,c     
and must be solved using nonlinear regression. OK even in SPSS 
(In the reparametrization, 2 3c     ) 

24
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Interaction p = 0.004

Estimate and CI for the crossing point 
are computed using a reparametrized 
regression equation (Widaman et al, 
2012). Computed in Mplus for weighted 
sample:

M = 0.82, 95% CI (0.06 to 1.58), p=0.03
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Mediation

28

(Per 18 Sept 2017)
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Baron and Kenny (1986) criteria for mediation:

β1 θ2

θ1

(i) (ii)

A Y
τ1(iii)

< τ1(iv)

30

i. The exposure is (significantly) associated with the 
mediator (β1 ǂ 0)

ii. In a model with exposure and mediator, the 
mediator is (significantly) associated with the 
outcome (θ2 ǂ 0)

iii. In a model without the mediator, the exposure is 
(significantly) associated with the outcome. (τ ǂ 0)

iv. In a model with exposure and mediator, the 
exposure is no longer (significantly) associated with 
the outcome. (The hypothesis θ1 = 0 is accepted)

Baron and Kenny (1986) criteria for mediation:
All must be fulfilled.

29
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The upper DAG is quite widely accepted as 
a building block for mediation analysis

An approach limited to sequential significance testing is criticized as summarized by 
(Hayes 2013):
1) Does not estimate, or make inference about, the direct and indirect effects
2) The combined sequential testing procedure is an underpowered test procedure 

as a whole
3) There can be a mediated effect even if the total effect is small or insignificant
4) It does not distinguish between partial and complete mediation

(VanderWeele 2015) page 31 and (MacKinnon 2008):
Requirements (i) and (ii) are generally accepted. Requirement (iii) is criticized by 
many scholars (point 3 above). And requirement (iv) does not distinguish between 
partial and complete mediation.
(Hayes and Rockwood 2017) page 43: Focus on the indirect effect through M. «By 
contemorary thinking, tests of significance for the individual paths (i)
and (ii) are not required to determine whether M mediates the effect …» 

32

E(M | a) = β0 + β1 a

E(Y | a,m) = θ0 + θ1 a + θ2 m

E(Y | a) = τ0 + τ1 a

Direct effect:     θ1 Indirect effect: 
Product method:    β1 θ2

Difference method:   τ1 - θ1 

The difference method is more common in epidemiology, while the 
product method is more common in social sciences. For a continuous 
outcome on the difference scale, the two methods will coincide 
(VanderWeele 2015, page 31)

31
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Sobels’s (1982) test and confidence interval for the indirect effect 1 2    

 

An (approximate) standard error (based on the delta method) is 

  
2 1

2 2
ˆ ˆ1 2 1 2

ˆ ˆ ˆ ˆSE
 

         

 

If 1 2
ˆ ˆ  is normally distributed, then  

 1 2 1 2
ˆ ˆ ˆ ˆSE     is appr. standard normal distributed and a test and CI is easily derived. 

But even if 1̂ and 2̂ are normally distributed, their product is not.  

 

Remedy to Sobel’s method: Bootstrap test and CI for the indirect effect. 

34

(Valeri and VanderWeele 2013)
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Example

A Y

C

VLBW (n=39), <1500g
vs controls (n=59)

Front lobe cortical thickness

Fractional 
ansiopotry

Age (25 to 28 yrs)
Sex

Rimol, L, Botelero, V, … , Lydersen, S, …,  Indredavik, M. …: Reduced 
fractional anisotropy mediates frontal lobe cortical thickening in 26 
year-olds with very low birthweight. To be submitted 2017.
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Example, 
right hemisphere

A Y

C

τ1= 0.128 (p<0.001)

β1= -0.022 (p<0.001) θ2= -1.569
(p=0.008)

θ1= 0.093 (p=0.014)

Mediated effect (indirect effect) = β1θ2= 0.035 (p=0.024)
(From Bootstapping, Mplus)
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(Valeri and VanderWeele 2013)

38

Exposure – mediator interaction: 
Effect of changing the exposure from level *a  to level a  : 
 
Controlled direct effect (if the mediator is controlled at level m ): 

 ( , ) ( *, ) |CDE E Y a m Y a m C c     

 
(Pure) Natural direct effect: 

 ( , ( *)) ( *, ( *)) |NDE E Y a M a Y a M a C c    

 
(Total) Natural indirect effect (if exposure is kept at level a  ): 

 ( , ( )) ( , ( *)) |NIE E Y a M a Y a M a C c    

 
From VanderWeele & Vansteelandt (2009) 
 
The total effect is the sum of these two: 
TE NDE NIE    

37
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Similary from VanderWeele & Vansteelandt (2009) page 461: 
(less relevant?) 
 
Total Natural direct effect: 

 ( , ( )) ( *, ( )) |E Y a M a Y a M a C c   

 
Pure Natural indirect effect (if exposure is kept at level *a  ): 

 ( *, ( )) ( *, ( *)) |E Y a M a Y a M a C c   

40

(Valeri and VanderWeele 2013)

Assuming correctly specified regression models and no unmeasured 
confounders, in can be shown (Appendix in VanderWeele & Vansteelandt 
2009):

39
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Example, right hemisphere: 
 
Total effect:  0.128 
 
Mediation without interaction: 
Direct effect: 0.093 
Indirect effect: 0.035 
 
Mediation with interaction: 
CDE* = 0.1040 
NDE=0.1214 
NIE=0.0070 
 
*Evaluated at average value of mediator in the sample. 
  
For average mediator value in each group: 
VLBW: CDE=0.0768 
Controls: CDE=0.1220 

42
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Data: 
Singleton births from Medical Birth Registry of Norway and the 
Cerebral Palsy Registry of Norway 1996 to 2006. 
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Adapted from Victoria et al (1997)
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separate analyses
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Interactions:

Preeclampsia (PE) and small for gestational age (SGA): p= 0.17  
(p=0.352 if GA continuous, p=0.331 if GA in 3 categories)

PE and gestational age (GA) : p=0.002 
(PE and GA in 3 categories: p<0.001)

Table 3: 
Two remarks:
To be precise, these are separate analyses for each GA group 
(epidemiologists often use the term ”stratified” meaning 
”separate”, but that is not exactly the same)
The analysis in Table 3 actually allows for both the interactions 
PE*GA and PE*SGA.

Table 4:
A model including PE*GA, but not including PE*SGA

49
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Conclusions:
“Exposure to pre-eclampsia was associated with an 
increased risk of cerebral palsy, and this association 
was mediated through the children being born preterm 
or small for gestational age, or both. Among children 
born at term, pre-eclampsia was a risk factor for 
cerebral palsy only when the children were small for 
gestational age.”

52

BMJ article published 9 July 2013

Chiolero, A. and Kaufman, J.: “Adjustment for a mediator can 
induce bias.” Rapid response, BMJ, 25 July 2013.

“Indeed, if there was an unmeasured common cause of both the 
mediator gestational age and the outcome cerebral palsy (i.e., a 
confounder of the association between gestational age and 
cerebral palsy), adjustment for gestational age could create a 
spurious association between preeclampsia and cerebral palsy. 
Intrauterine infection could be such a common cause [3].”
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Unmeasured 
common cause 
(f.ex uterine 
infection)

54

Article published 9 July 2013
Rapid response, BMJ, 25 July 2013.

Vik, T., and Strand, K.: “Does preeclampsia protect preterm babies 
from cerebral palsy? “ Rapid response, BMJ, 7 August 2013.

“ …  the lower odds for cerebral palsy probably means that very 
preterm births "caused by" preeclampsia (mainly iatrogenic, through 
caesarean section) may have less detrimental effects on the foetal 
brain than the causes of spontaneous preterm birth. We underscore 
this interpretation by stating that “In our study, among children with 
cerebral palsy born very preterm and unexposed to preeclampsia, 
65.9% of mothers went into labour spontaneously. The corresponding 
proportion in children with cerebral palsy exposed to preeclampsia 
was 13.3%.”
We appreciate this opportunity to re-emphasize that our study should 
not be interpreted as evidence that preeclampsia protects against 
cerebral palsy. “

53

54



08.09.2020

28

55

Baron, R.M. & Kenny, D.A. 1986. The moderator-mediator variable 
distinction in social psychological research: conceptual, strategic, and 
statistical considerations. J.Pers.Soc.Psychol., 51, (6) 1173-1182

Hayes, A. F. 2018. Introduction to Mediation, Moderation, and Conditional 
Process Analysis. A Regression-Based Approach (2 ed.): The Guilford 
Press.

Hayes, A.F. & Rockwood, N.J. 2017. Regression-based statistical 
mediation and moderation analysis in clinical research: Observations, 
recommendations, and implementation. Behav.Res.Ther., 98, 39-57

MacKinnon, D.P. 2008. Introduction to Statistical Mediation Analysis New 
York, Taylor & Francis.

Rothman, K.J. 2012. Epidemiology an introduction, 2nd ed. New York, NY, 
Oxford University Press.

Sobel, M.E. 1982. Asymptotic Confidence Intervals for Indirect Effects in 
Structural Equation Models. Sociological Methodology, 13, 290-312

56

Strand, K.M., Heimstad, R., Iversen, A.C., Austgulen, R., Lydersen, S., 
Andersen, G.L., Irgens, L.M., & Vik, T. 2013. Mediators of the association 
between pre-eclampsia and cerebral palsy: population based cohort study. BMJ, 
347, f4089

Valeri, L. & VanderWeele, T.J. 2013. Mediation analysis allowing for exposure-
mediator interactions and causal interpretation: theoretical assumptions and 
implementation with SAS and SPSS macros. Psychol.Methods, 18, (2) 137-150

VanderWeele, T. 2015. Explanation in Causual Inference. Methods for Mediation 
and Interaction. New York, Oxford University Press.

VanderWeele, T. & Vansteelandt, S. 2009. Conceptual issues concering 
mediation, interventions and composition. Statistics and Its Interface, 2, 457-468

Victora, C.G., Huttly, S.R., Fuchs, S.C., & Olinto, M.T. 1997. The role of 
conceptual frameworks in epidemiological analysis: a hierarchical approach. 
Int.J.Epidemiol., 26, (1) 224-227

Widaman, K.F., Helm, J.L., Castro-Schilo, L., Pluess, M., Stallings, M.C., & 
Belsky, J. 2012. Distinguishing ordinal and disordinal interactions. 
Psychol.Methods, 17, (4) 615-622

55

56


