Medical statistics
Part I Autumn 2009:

Continuous Probability
Distributions

P&l Romundstad

Today ...

Probability distribution for continuous variables
The expected value (mean) and variance

The Normal distribution
Standardized N- distribution

Practical use

Normal approximation to binomial distributions
Other continuous probability distributions (T, x2, F)

Estimation of binomial probability

Probability for no. successes X = k, in n independent trials:

Also known as the binomial distribution

*n independent trials with two possible outcomes (“success & failure")
+probability p, for “success”, is the same in each trial
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Fig. 4.4a Discrete, binomial probability distribution
n=10and p=0.05, or X~ bin (10, 0.05)

X e {0,1,2,..., 10} only integers (heltall) of X has a
probability

But what about continuous variables that can occupy all
possible values ....? (here DBP-males 35-44 years)
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Fig. 5.1 What is the probability that a particular person has a
diastolic blood pressure (DBP) of precisely 117.3000000 mmHg?

Probability density

Def.b5.1,5.123

A function of a continuous random variable X, so
that the area under the curve between two
points aand b gives the the probability that X
is between aand b

Mathematically, an integral

Pr(a< X sb):jf(x)dx.




Continuous random variable
(measurement variable, malevariabel)

‘ A random variable whose possible values cannot be enumerated (—00) ‘

The results of measurements using a continous scale
Eg: Height in cm, weight in kg, velocity in km/h
Synonym: measurement variable, scale variable
Properties:

- Probability of a particular value is O
- Probaility density is estimated over intervals of single values

Probability distributions

- Description of possible
values, and their
probability

theoretical —

* A histogram describes
the observed
probability distribution

empirical—
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Eks. 5.3 (Fig. 5.1) Diastolic blood pressure in males aged 35 — 44.
Areas A, B og C corresponds to DBP « (90, 100), DBP & (100,
110) and DBP € (110, —), respectively

Eks. 5.4 (Fig. 5.2) Asymmetric, Right-skewed distr. (Typically
for many biological variables)
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Ex. 5.5 (Fig. 5.3) Probability distribution for birth weight.
The probability for a birth weight < 88 ounces (2495 g) corresponds
to the marked area

The expected value- the mean

Definiton (Rosher def. 5.3)
The expected value E(X) is the average value, taken on by the
random variable.

A theoretical value, expressed by the Greek letter i eller 1.

Is estimated empirically by calculating the average or simple
mean, usually denoted X

Mathematically: E(X)= _[x- f(x)dx

R
Sml. def. 4.5: E(X)=Y % Pr(X =x)
(discrete o

variable)




Variance and standard deviation

Definiton (also see Rosnher def. 5.4)

The variance of a continuous variable expresses the "mean” of
the sqared distance between each observation and the
expected value, p

The theoretical value is often named o2.
When estimated from the data it is called S

SD(X) = Var(X) =o> =0

Standard deviation

The estimated standard deviation is named S.

Matematically ...

Var(X) = T(X—E(X))Z - f (x)dx.

o

Compared to def. 4.6 for discrete variable:

Var(X):ZR:(xi —E(X))-Pr(X =x)

i=1

Variance

Is calculated from the squared distance between each
observation and the mean

Is small if the observations are bunched closely about their mean
And large if they are scattered over conciderable distances

Why squared?

E(X)=np=0.5
04 Var (X) = np(1-p) = 0.475
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Fig. 5.5 Normal distribution (Gauss-distribution). The
parameter E(X) = p =50 og SD (X) =c = 10.
Short form: X ~ N (50, 10?)

0.06

0.05F
|
0.04

fix)

0.03

0.02

0.01F

0.00

43 50 55 62
-l (p2-a

(py) (pz)

Fig. 5.6 Two N- distributions with equal variance,
but different expected values
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Fig. 5.7 Two N- distributions with equal expected
values, but different variance
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Fig. 5.8 The standard normal distribution is given by
E(X) =0 og Var (X)=1.

Kortform: X ~N (0,1). Named Z

\ DEUTSCHE BUNDESBANK

Standard normal distribution

-some facts-
1, 2
£lx)= 1 -G

Nor: e
The "unit” of the x-axis is standard deviations
About 68 % of the area is between -1 0g 1
About 95 % of the area is between -2 og 2
About 99 % of the area is between -2,5 og 2,5

Pr(-1< X <1)=0,6827
Pr(-1,96 < X <1,96)=0,95
Pr(-2,576 < X <2,567)=0,99
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Fig. 5.9 Standard normal distribution
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Fig. 5.10, Def. 5.8 The cumulative distribution function @ (x).
The area to the left of x gives Pr(X < x). Table 3 column A.
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Table 3 column A. Table 3
Ex. 5.11 Symmetry
D(-X) = Pr (X <) =Pr (X>x) = 1- Pr (X <x) = | - d(X)
Given X ~ N (0,1), Find Pr (X < 1.96) 04k
Table 3 column A : Pr (X < 1.96) = ® (1.96) = 0.975
03
Given X ~ N (0,1), Find Pr (X< 1) o
Table 3 column A : Pr (X< 1) =® (1) = 0.8413 i
0.1 +
0.0
X
Ex.5.12 Quantiles/percentiles using the
standard normal distribution
Given X ~ N (0,1), Find Pr (X < -1,96) 04k
Table 3 column B: Pr (X <-1.96) = Pr (X >1.96) = 0.025
03k
Area=u
< 021 Def. 5.10
Ex.5.13 Pr(X<z,)=u
0.1+
Given X ~N (0,1), Find Pr (-1 < X< 1.5) o i

Pr(-1 <X< 1.5)=Pr (X< 1.5)—Pr(X<-1)
=Pr(X<1.5—Pr(X>1)=0.9332-0.1587 = 0.7745




Ex. 5.18

Given X ~ N (0,1) Table 3 column A

Zy9rs =196 since @ (1.96) =0.975
Zyos =1645 « @ (1.645)=0.95
Zys =0 “ ®(0)=05

Zygps =-196 “ @ (-1.96) = 0.025

Why the standard normal distribution?

Fig. 5.14 a Given X ~ N (80,144). What is Pr (90 < X < 100) ?
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Why the standard normal distribution?

All normally distributed variables X, can be
transformed to the standard normal distribution Z

Likning 5.4

Hvis X ~ N(1,6%) og Z =2 saerz ~ N(0,])
(o

Thus, we only need one table only, instead of
indefinitily many!

Ex. 5.20 Find Pr(90 < X< 100) ?

x=90 - z=(90-80)/12 = 0.83
x=100 > z= (100 - 80)/12 = 1.67

Pr (0.83 < Z<1.67) = 0.9522 - 0.7977 = 0.155

04~
| Z = N, 1)

;

03

i = b=
Prl UH <Z< T“j

[/ =Pi0B3<Z<167)

0.0

o 083 1.67

- b -
z ( “HJ [ ﬂJlJ

Then we can use it backwards ...!

Likning 5.7

HvisZ =X =% N1
(o

erdermed X, =p+2, -0

der p er samme percentil i begge fordelinger

Ex. 5.23 Given IOP = X ~ N (16, 3%). Which percentile is given
by x = 12 og x = 20 and what is Pr(12 < X <20) ?
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010k Pr(12< X 520) = 81.8%
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1
12 16 20
x =12 > z=(12-16)/3 =—1.33; about the 9-percentilen.
x=20->z=(20-16)/3 = 1.33; about the 90-percentilen.




FCURE 5.17  Symmetry properties of the binomial distribution

o a4l
. N .
3 03
5 02
B E B
Ty 01
° o
& ] L L
00
[ 1 ] ] 4 [ g [ w 100
: x
aln = 100, p= 00 (8 = 100, pm 59
g o
018 s ",
- 110
£ . o
. 008 - N
o s
PR N I I S G R
F] 1 “ 456 78910012 L1516
anip Wymals ped

Fig. 5.21 Use of the normal distriubutionas an
approach to the binomialdistribution is OK if
npg = np(1-p) = 5

npg=16 9 © npg=32

Normal approach to the binomial
distribution

Eks. 5.33 Given X ~ bin (25, 0,4). Find Pr (7 < X < 12)?
How to use the normal distribution:
E(X) =np=250.4=10 Var(X)=npq =25-0.4-0.6 =6
Lets “pretend” X ~ N (10, 6):
with “continuity correction” [Eq. 5.14, - and + 5]

6,5-10 . 12,5-10
x=7tilsv. z= =-1,42 x=12 tilsv. z=

V6

NG

=1,02

Pr(7<X<12)~Pr(-142<Z<1.02)
= (1.02) - ® (-1.42) = 0.85—0.08 = 0.77

(we get the same answer using the binomial distr.)

Normal approach to the binomial

distribution
L]
0. ISL L *
% L
~ 010
= . Fig. 5.18 (with
= L4 “continuity
tion"
0.05 " . correction”)
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© = Exact binomial distribution
+ = Normal approximation
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Ex. 5.35, Fig. 5.19 X = {No. of neytrofile among 100}
dvs. X ~ bin (n =100, p = 0,6), E(X) = np = 60,
Var (X) = np(1-p) = 24, SD (X) = 24

Normal approach gives Y ~ N (60, 24)

Do the data show a normal
distrubution?

* No natural variable is perfectly normal distributed ...

+ Its importance depends on the purpose of the analysis
- Descriptive statistics?
- Test/ confidens interval ?

- A random sample with independent observations can
be more important! (kfr. Central limit theorem)

ANOVA (equal variance in all groups?)
- Linear regression? (only residual N-distributed)




Hvordan sjekke normalfordeling?

+ Symmetry?
- mean, median, unimodality? (make a histogram!)

+ Q-Q plott, P-P plott
+ Normality test

- Kolmogorov
- Shapiro-Wilk

Problem 1: If # large H, of normality always rejected !

Problem 2: How large deviations can we accept?
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Kan man oppna normalfordeling?

Transformation: express something using a different scale

Some usual examples:

Length: 1inch = 2,54 cm

Acidity: pH = - log [H*]

dB = log (loud pressure)

Absolute temperature: K = 273,15 + °C

Athletics: 1.place = shortest time, 2. place = no. 2 shortest
time ........ and so on

Nothing suspicious about this!!

Transformation from a skewed
distribution (X) to the "normal”

Square oot o
N Y =JX / \\
/\
1
\ Lagartn |
N Y =In(X) //

distribution (YY)

Tabachnick & Fidell,

Flaflect anc square mot

LY =vk-X

Funbact and logarithn
Y =In(k=X)

Fesiact and irverss

_ 1
S (k=X)

1996

Other approaches in analysis

* Non-parametric procedures:
- Rank tests

* Bootstrapping
- Many (> 1000) repeated samples with replacement

- Robust standard error

- Estimate the standard error based on the
variability in the data using residualer

- Sandwich variannce estimate
- Large sample procedure

Other continuous Probability

Normal

Distributions

distribution (Gauss distribution)

+ Same characteristics are valid for:

+ Standard normalfordeling (the Z - distribution )

- T-d

istribution

+ x2 - distribution

« F-di

stribution




Other continuous Probability
Distributions

T - distribution
Resembles the Z¥ distribution, but with ticker tails. Defined by
degrees of freedom (d). Is used, rather than the Z-distr. When the

variance is unknown and must be estimated from the data (relatively
small samples)

¥2 - distribution
Skewed to the right. Shape is determined by degrees of freedom (df)
Many different procedures. Variance, modelling, tables.

F - distribution (ratio)
Skewed to the right. Shape is determined by
degrees of freedom (df) in the nominator and denominator.
ANOVA, regression, modelling.

T;-distribution vs. Z
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Z: bunched more
closely about 0

T, : thicker tails




