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Hva er en statistisk fagvurdering?

Nar er det behov for statistisk fagvurdering?
Hva kan en "vanlig" fagfelle vurdere selv?
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From the «Vancouver guidelines» www.icmje.org:

Statistical analysis

+ Describe statistical methods with enough detail to enable the reader to judge its appropriateness for the study
and to verify the reported results.
+ When possible, quantify findings and present them with appropriate indicators of measurement error or

uncertainty (such as confidence intervals). Avoid relying solely on statistical hypothesis testing, such as P

values.

Distinguish prespecified from exploratory analyses, including subgroup analyses.

NEW: For further information on commeon statistical errors to avoid, please read the article published by ARD's

Statistical Advisor, Stian Lydersen
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Stian Lydersen

ABSTRACT

From 2006 to 2014, | have carried out approximately

200 statistical reviews of manuscripts for ARD. My most

frequent review comments concern the following:

. Report how missing data were handled.

Limit the number of covariates in regression

analyses.

Do not use stepwise selection of covariates.

. Use analysis of covariance (ANCOVA) to adjust for

baseline values in randomised controlled trials.

Do not use ANCOVA to adjust for baseline values

in observational studies.

Dichotomising a continuous variable: a bad idea.

Student's 1 test is better than non-parametric tests.

Da not use Yates' continuity corection.

Mean {SD) is also relevant for non-normally

disributed data.

Report estimate, Cl and (possibly) p value—In that

order of importance.

11. Post hoc power caleulations—do not do it.

. Do not test for baseline imbalances in a
randamised cantrolled trial.

. Report actual p values with 2 digits, maximum 3

decimals.

Format for reporting Cls.
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INTRODUCTION

From 2006 to 2014, 1 have carried out approxi-
mately 200 statistical reviews of manuscripts for
ARD. Some errors and weaknesses occur more

regression model, for example, 17 covariates in a
study with 64 cases. Traditional rules of thumb
state that the ratio of cases per covariate ought to
be in the size of order 10. Some authors recom-
mend 15, some 20, others state that 5 is sufficient.
In logistic regression and Cox regression, 10 events
per variable is usually sufficient* and in many situa-
tions 5 events per variable is sufficient.’ Note that
in logistic regression this is not the total number of
observations, but the smallest of the two outcome
groups. Similarly, in Cox regression, only the
number of events excluding censored observations
is counted as cases in this context.

3. Do not use stepwise selection of covariates
Automated variable selecion procedures like step-
wise selection used to be very popular. Today an
increasing number of analysts criticise such
methods. For example,” page 419 states: “There
are several systematic, mechanical, and traditional
algorithms for finding models (such as stepwise and
bes-subset regression) that lack logical and staris-
tical justification and that perform poorly in theory,
simulations and case studies ... One serious
problem is that the P-values and standard errors ...
will be downwardly biased, wsually to a large
degree”.

Selection of covariates should be based on the
research question at hand and on substantial knowl-
edge such as what is biologically plausible. Chaprer
10 ‘Predictor selection’ in the book® gives good
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1. Report how missing data were handle@® '

» Report the amount of missing data
* ... and how this was handled.

» Commonly used methods for handling missing data:
— Complete case analysis

Single imputation methods like EM (the expectation-maximation

algorithm)

Multiple imputation

Full information maximum likelihood

Linear mixed model in longitudinal studies

» LOCF (Last observation carried forward) is not unbiased
under any sensible assumptions, and should not be
used.

STROBE Statement—checklist of items that should bs '
included in reports of observational studies:

* Missing data:
— Explain how missing data were addressed. (STROBE, Statistical
Methods, 12c)

— Indicate the number of participants with missing data for each
variable of interest (STROBE, Descriptive data, 14b)

https://www.strobe-statement.org/index.php?id=available-checklists

STROBE: STrengthening the Reporting of OBservational studies in Epidemiology
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Longitudinal study — last observation carried forward (LOCF) '
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Tid
Lydersen, S.:
«Last observation carried forward» - enkelt, men ikke & anbefale.

«Last observation carried forward» - simple, but not recommended
Akseptert, Tidsskrift for den Norske legeforening, 2019.

o
Last observation carried forward (LOCF, LVCF) '

“ ... LOCF is dubious. The method has long been used in clinical
trials. The U.S. Food and Drug Administration (FDA) has
traditionally viewed LOCF as the preferred method of analysis,
considering it conservative and less prone to selection than
listwise deletion. However, ( (Molenberghs and Kenward 2007)
pp 47 — 50) show that the bias can operate in both directions,
and that LOCF can yield biased estimates even under MCAR.”

Molenberghs, G. & Kenward, M.G. 2007. Missing data in Clinical Studies Chichester,
Wiley.

van Buuren, S. 2018. Flexible imputation of missing data, 2 ed. Boca Raton, FL, CRC
Press.




“As LOCF is neither valid under general assumptions nor based®h
statistical principles, it is not a sensible method, and should not
be used. “

Carpenter, J. R. & Kenward, M. G. 2015, "Development of Methods for the Analysis of

Partially Observed data and Critique of ad hoc Methods," In Handbook of Missing Data
Methodology, G. Molenberghs et al., eds., CRC / Champan Hall, pp. 23-46.

“This method is attractive because it is simple, but it has little

else to recommend it.”
Vickers, A.J. & Altman, D.G. 2013. Statistics notes: missing outcomes in randomised
trials. BMJ, 346, 3438

Lydersen, S. 2019. «Last observation carried forward» - enkelt, men ikke a anbefale.
Akseptert, Tidsskrift for Den norske legeforening.

Lydersen, S. 2019. «Last observation carried forward» - - simple, but not
recommended . Akseptert, Tidsskrift for Den norske legeforening.

Lydersen, S. 2019. Manglende data - sjelden helt tilfeldig. Tidsskrift for
Den norske legeforening, 219, (3) 269

Lydersen, S. 2019. Manglende uttrykk for manglende data. Tidsskrift for
Den norske legeforening, 219, (3) 278

Engelsk term Norsk term Beskrivelse
Missing completely at Mangler helt tilfeldig ~ Sannsynligheten for manglende data
random (MCAR) avhenger verken av observerte eller
ucbserverte data

Missing at random Mangler betinget Sannsynligheten for manglende data
(MAR) tilfeldig avhenger bare av observerte data
Missing not at random  Mangler ikke- Sannsynligheten for manglende data
(MNAR) tilfeldig avhenger av uobserverte data
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2. Limit the number of covariates in ® '
regression analyses

* For example, do not include17 covariates with 64 cases.

» The number of cases per covariate ought to be in the
size of order 10. Some authors recommend15, some 20,
others state that 5 is sufficient.

* Inlogistic regression, count cases in the smallest
outcome group

* In Cox regression, count the number of events

3. Do not use stepwise selection of covariates [ ) ‘
Automated variable selection procedures like step-
wise selection used to be very popular. Today an
increasing number of analysts criticise such
methods. For example,” page 419 states: “There
are several systematic, mechanical, and traditional
algorithms for finding models (such as stepwise and
best-subset regression) that lack logical and statis-
tical justification and that perform poorly in theory,
simulations and case studies ... One serious
problem is that the P-values and standard errors ...
will be downwardly biased, usually to a large
degree”.

Selection of covariates should be based on the
research question at hand and on substantial knowl-
edge such as what is biologically plausible. Chapter
10 ‘Predictor selection’ in the book® gives good
guidance on this matter.
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Stepwise procedures give biased regression coefficients (the . '
coefficients for remaining variables are too large); see (Tibshirani
1996)

(Katz 2006) In Preface: “Writing a second edition has given me the
privilege of updating my thinking on multivariable analysis. The biggest
change from the prior edition is that | have gone from being an
“agnostic” on the topic of automatic variable selection algorithms (e.g.
forward stepwise selection) to being against using them for
explanatory models”

Katz, M.H. 2006. Multivariable analysis a practical guide for clinicians,
2nd ed. Cambridge, Cambridge University Press.

Tibshirani, R. 1996. Regression Shrinkage and Selection via the Lasso.
Journal of the Royal Statistical Society.Series B, 58, (1) 267-288

4. Use analysis of covariance to adjust for
baseline values in randomised controlled tria® '

T, =B, + 8T, + B Intervention+ ...+ &

Vickers, A.J. & Altman, D.G. 2001.
Statistics notes: Analysing controlled
trials with baseline and follow up
measurements. BMJ, 323, (7321)
1123-1124

2 40 60 80 10 Skovlund, E. & Lydersen, S. 2018.

Pretreatment score - Analyser av data fra randomiserte
Pretreatment and post-treatment scores in each group showing fitted studier. Tidsskrift for Den norske
lines. Squares show mean values for the two groups. The estimated .
difference between the groups from analysis of covariance is the legeforening, 138, (19) 1855
vertical distance between the two lines
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5. Do not use ANCOVA to adjust for baseline values in ® ‘
observational studies

P:yclwlaslml Bulletin
1967, Vol. 68, No. 5, 304-30S

A PARADOX IN THE INTERPRETATION
OF GROUP COMPARISONS

/><\ FREDERIC M. LORD
Y

June
1564

,,,,

Sepl. 1963
0 X

RCT: Observational study:
exp




6. Dichotomising a continuous variable: a bad. '

idea

» Dichotomising implies loss of information and reduced
statistical power

» Dichotomising a covariate implies that the effect is a
step-function changing only at the threshold.

* It can be sensible to dichotomise according to an
established value such as a predefined clinical threshold

» Data-driven categorisation such as above/below the
median is never a good idea.

See also:

IUOPRRURI 5/TISTICAL
017 a:atlisti;:,a y ::esr:’; o.l onjian eén;: N I' I
3’3;/:5.5ChapmalnAanc/IyHaII/J:If?C. e CONTI NGENCY
TABLES

Section 13.5: Categorization of
Continuous Variables

MORTEN W. FAGERLAND
STIAN LYDERSEN
PETTER LAAKE

(‘éﬁ C Pre:
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7. Student’s t test is better than non-parametric tests @ ‘

* You obtain a CI for the mean of interest, not only a p-value.

» A widespread misunderstanding is that Student’s t test should not be
used in small samples. Student’s t test is more powerful, particularly

in small samples.
+ Student’s t test is readily generalized into regression analysis
» Student’s t test is rather robust to deviations from normality

*  When the data deviate substantially from the normal distribution,
one can use bootstrapping to obtain Cls and p-values.

See also:
Fagerland, M.W. 2012. t-tests, non-parametric tests, and large studies-a
paradox of statistical practice? BMC.Med.Res.Methodol., 12, 78

8. Testing for association in 2x2 tables: Do not ® ‘

use Yates’ continuity correction

« Pearson’s chi squared test is well suited in ’large’ samples, say all
expected cell counts are at least five.

* Do not use Yates’ continuity correction.

» Yates’ correction does not produce an exact test, but a more
conservative test with reduced statistical power.

See also:

Lydersen, S., Fagerland, M.\W., & Laake, P. 2009. Recommended tests for association in 2 x 2
tables. Stat.Med., 28, (7) 1159-1175 W Highly ci

Lydersen, S., Langaas, M., & Bakke, @. 2012. The Exact Unconditional z-pooled Test for Equality
of Two Binomial Probabilities: Optimal Choice of the Berger and Boos Confidence Coefficient.
Journal of Statistical Computation and Simulation, 82, (9) 1311-1316

Fagerland, M.W., Lydersen, S., & Laake, P. 2015. Recommended confidence intervals for two
independent binomial proportions. Statistical Methods in Medical Research, 42, (2) 224-254

18.03.2019
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And ...

Fagerland, M., Lydersen, S., & Laake, P.
2017. Statistical Analysis of Contingency
Tables. Chapman and Hall/CRC.

Chapter 4: The 2x2 Table

STATISTICAL
ANALYSIS OF
CONTINGENCY
TABLES

MORTEN W. FAGERLAND
STIAN LYDERSEN
PETTER LAAKE

9. Mean (SD) is also relevant for non-normally distributed

data

The mean and SD are meaningful descriptive statistics for data
following all types of continuous distributions and sometimes
even for ordinal data, not only the normal distribution. A wide-
spread misunderstanding is that one must use other measures
such as median and IQR if data do not follow the normal distri-
bution. In fact, the mean and SD have several favourable proper-
ties. For example, the mean and SD from different studies can
readily be combined in a possible later meta-analysis. This is not
the case for the quantile-related measures.

18.03.2019
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10. Report estimate, Cl and (possibly) p- value.- '
in that order of importance

“When possible, quantify findings and present them with
appropriate indicators of measurement error or uncertainty
(such as confidence intervals). Avoid relying solely on
statistical hypothesis testing, such as p-values, which fail to
convey important information about effect size and
precision of estimates”.

“The Vancouver guidelines” www.icmje.org

23

11. Post hoc power calculations—do not do it . '
Post hoc power calculations are futile, although it has been
recommended by some journals. Power is the probability of
rejecting the null hypothesis in a (future) sudy. Once the study
has been conducted, this probability is either 1 (if the null
hypothesis was rejected) else 0. Post hoc power is fundamentally
flawed.** After the study, meaningful quantifications of uncer-

] 5 24 25
tainty are Cls and p values.™ =

See also:

Lydersen, S. 2019. Statistical power: Before, but not after! Tidsskr.Nor
Laegeforen., 139, (2) -177

Lydersen, S. 2019b. Statistisk styrke — fgr, men ikke etter! Tidsskr.Nor
Laegeforen., 139, (2) -177

12



12. Do not test for baseline imbalances in a RCT . ‘
When reporting a RCT, it is recommended to show a table
with baseline demographic and clinical characteristics for each
treatment group. But testing for baseline imbalances in a prop-
erly randomised trial is futile, although reported in some
medical journal articles. Such testing is discouraged by the
CONSORT guidelines.”® Assuming that randomisation has
been done properly, we can expect 5% of the baseline variables
to differ significantly between the groups (at level 5%), sce
also refs 27 and 28.

de Boer et al. International Journal of Behavioral Nutrition and »
Physical Activity (2015) 124 ‘ International Journal of Behaviaral
DOt 10.1186/512966-015-0162-2 Nutrition and Physical Activity

DEBATE Open Access

Testing for baseline differences in randomized
controlled trials: an unhealthy research behavior
that is hard to eradicate

Waterlander”, Lothar DJ-Kuijper', Ingrid HM Steenhuis' and Jos WR Twisk®

Michiel & de Boer'”, Wilma E \

0%, we propose that journal tside
nent on this topic by not publishing significance

12. Format for reporting Cls C ‘

« Commonly used separators are commag,),
semicolon(;) and hyphen(-).

» A good recommendation is’to’, for example,
(0.16 to 0.25)

26

18.03.2019
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14. Report actual p-values with 2 digits, ® '
maximum 3 decimals

» Avoid reporting p values as n.s. or p<0.05 or p<0.01.

* A much used recommendation is up to 2 significant digits
and maximum 3 decimals

« Examples: p=0.12, p=0.035, p=0.006 and p<0.001.

27

Other statistical issues?

14



Adjust for multiple hypotheses?

When?
For which hypotheses?

Adjust to preserve what?

— False discovery rate (FDR)

— Familywise error rate (FWER)
Which method for FWER?

— Dunnett, Tukey, Scheffe, Bonferroni, Sidak, Holm, Hochberg
step-up, Hommel, etc

29

o
Adjust for multiple hypotheses?
When and how?

Multiplicity adjustment continues to be a field of much research and
controversy (Senn 2007). In fact, the influential epidemiologist Kenneth
Rothman argues against multiplicity adjustment in many settings
(Rothman 1990;Rothman 2014).

Rothman, K.J. 1990. No adjustments are needed for multiple
comparisons. Epidemiology, 1, (1) 43-46

Rothman, K.J. 2014. Six persistent research misconceptions.

J.Gen.Intern.Med., 29, (7) 1060-1064

Senn, S. 2007. Statistical issues in drug development, 2nd ed.
Chichester, England, John Wiley & Sons.

18.03.2019
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Make data visible / available?

Give numeric results not only as derivatives (for example, percentages) but
also as the absolute numbers from which the derivatives were calculated ...

WWwWw.icmje.org

folks!"

18.03.2019
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