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Analyse med manglende observasjoner
("missing values"). Problemstilling, mulige løsninger. 
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Missing data 
a data value that should have been
recorded, but for some reason, was not. 
Simon Day: Dictionary for clinical trials, 
Wiley, 1999.

Key assumption:
Missingness indicators hide true values
that are meaningful for analysis.
Little and Rubin, 2002, page 8.
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Example from:

Pleym H, Tjomsland O, Asberg A, Lydersen S, 
Wahba A, Bjella L, Dale O, Stenseth R.:
Effects of autotransfusion of mediastinal shed 
blood on biochemical markers of myocardial 
damage in coronary surgery. Acta
Anaesthesiol Scand. 2005 Oct;49(9):1248-54.

Randomised study, 23 autotransfusion and 24 
control patients.
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Missing data problem:

• 987 measurements (7 time points x47 
patients x 3 substances)

• Missing data for 7 of 987 measurements
• This was 4 of the 47 patients!
• Repeated measurements ANOVA requires

complete data

9

“A total of 7 out of 987 serum values were 
missing. Missing values were imputed using the 
EM algorithm with multivariate normal 
distribution on ln-transformed data. According to 
inspection of Q-Q plots, the ln-transformed data 
showed acceptable fit to the normal distribution, 
while the original data tended to be skewed. 
Repeated measurements ANOVA was used for 
joint analysis of the serum values of CK-MB, 
cTnT, and H-FABP, respectively, using the EM 
imputed ln-transformed values.”
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Traditional classification of non response among
survey methodologists.

• The sampled person does not participate (Unit
nonresponse)

• Partial data are available for the sampled person. 
(Item, scale or form nonresponse)

The focus of this presentation

11

Ad hoc edits

• Tricks that appearantly solve the missing data 
problem but redefine the parameter space: 
– Replacing the missing values by an arbitrary number and 

include a dummy indicator in regression.
– For a nominal variable with categories 1, 2, …, k, let f.ex. 

k+1 represent missing.
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Patterns of nonresponse:

Figure 1 Scafer & Graham p 150
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The distribution of missingness

Let R denote what is known and what is missing.
For example with values 1 (0) if the corresponding 
value is observed (missing).
The probability distribution of R has been called 
- response mechanism
- missingness mechanism
- probabilities of missingness
- distribution of missingness
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Types of missing data (Rubin, 1976)

• MCAR – Missing Completely at Random
• MAR – Missing at Random (ignorable

nonresponse)
• MNAR – Missing Not at Random

(nonignorable nonresponse)
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Types of missing data 
 
Ycom = (Yobs, Ymis) 
 
 
MAR: The distribution of missingness does not depend on Ymis: 
 
P(R|Ycom) = P(R|Yobs) 
 
MCAR: It does not depend on Yobs either: 
 
P(R|Ycom) = P(R) 
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Repeated measurements with monotone dropout
(attrition), Figure 1b

• MCAR: Yj is missing with probability unrelated to any
variables.

• MAR: It may be related only to Y1, …, Yj-1 (only seen
responses). Noninformative or ignorable dropout.

• MNAR: Related to Y1, …, Yp (seen and unseen
responses). Informative dropout.

17 18

X

R

Z

Y

X is completely observed
Y is missing for some
Z denotes causes of missingness unrelated to X and Y
R represents missingness

X

R

Z

Y

X

R

Z

Y

a) MCAR c) MNARb) MAR

Schafer & Graham Fig 2:



4

19

Plausibility and implications of MAR

• Planned missingness usually MCAR, sometimes
MAR
– Certain sequential designs
– Multiple questionnaire forms

• MAR may be tested by obtaining follow-up data from 
non-respondents

• Else: NO WAY to test if MAR holds
• In some situations, erroneous assuming MAR has 

minor impact on results (refs in Schafer & Graham)
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Example – Systolic blood pressure at two time points. 

Simulated data, Schafer and Graham Table 1

• µX = µY = 125
• σX = σY = 25
• ρ(X, Y) = 0.6

• MCAR: 7 randomly selected Y
• MAR: Y observed if X > 140
• MNAR: Y observed if Y > 140
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Schafer & Graham Table 1
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Methods for missing data (Schafer and Graham)

• Older methods
• ML estimation
• Multiple Imputation (MI)

impute to fill in data values (usually missing data) 
with values that are thought to be sensible ….
Simon Day: Dictionary for clinical trials, Wiley, 1999.
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Older methods

• Case deletion / listwise deletion (LD) / complete-case
analysis. Default in many computer programs. 

• Available case (AC) analysis / pairwise deletion / 
pairwise inclusion

• Reweighting. Weights derived from estimated
probabilities of nonresponse.

• Averaging available items
• Single imputation

24

Schafer & Graham Table 2



5

25

European organization for research and treatment of
cancer QLQ-C30 (EORTC QLQ-C30)
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Methods for missing items within a scale or 
form (Fayers & Machin, 2000)

• Treat the scale as missing
• Mean imputation: Compute the mean for the

available items (if for example less than 50% are
missing)

• Hierarchical scales (for example items 1-5 of EORTC 
QLQ-C30)

• Regression imputation: Predict the missing item from 
the remaining items
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Methods for missing scales or forms 
(Fayers & Machin, 2000)

• Last Value Carried Forward (LVCF)
• Simple Mean Imputation (mean of those who

completed the form at that time)
• Horizontal Mean Imputation – the mean of the

patient’s previous scores
• Standardized Score Imputation
• Markov Chain Imputation
• Hot deck imputation
• EM (Expectation Maximation) algorithm
• Multiple Imputation

28

Single imputation (Schafer and Graham)

• Imputing unconditional means
• imputing from unconditional distributions (for example

hot deck)
• imputing conditional means
• imputing from conditional distributions

29

Schafer and Graham Figure 3

30

Schafer and Graham Table 3
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Single imputation can be reasonable and better 
than casewise deletion.

Example: 
Data set with 25 variables and 3% missing. 
Casewise deletion discards (1-0.9725) = 53% of the 
cases. Imputing once from a conditional distribution 
permits use of all data and with minor impact on 
estimates and uncertainty measures. 
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ML estimation  
 
Some theory … 
 

( ; ) ( ; )obs com misP Y P Y dYθ θ= ∫  
 
is a correct 
- probability distribution if MCAR 
- likelihood if MAR or missing values are out of scope 
 

( , ; , ) ( ; ) ( | ; )obs com com misP Y R P Y P R Y dYθ ξ θ ξ= ∫  
 
is a correct likelihood if MNAR (difficult) 
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ML Estimation  
 
When data are MAR, the observed data-likelihood is  
 

( ; ) ( ; )obs obsL Y P Yθ θ=  
 
The ML estimate θ̂  that maximises the likelihood. 
 
The log likelihood may be easier to calculate: 
 
( ; ) log ( ; )obs obsl Y L Yθ θ=  
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Basis for confidence intervals and testing hypotheses: 
 
θ̂  is approximately normal distributed with  
 
expectation θ  
 
and covariance matrix 
 

1ˆ ˆ( ) [ ''( )]V lθ θ −≈ −  
 
where ˆ''( )l θ−  is the observed information.  
The expected information (Fisher information)   
performs poorer for missing data. 

35

But the likelihood equation for missing data …

• can seldom be expressed in closed form
• hardly ever be solved explicitly for θ
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The EM Algorithm for ML estimation with
missing data (Dempster & al 1977)
• Fill in missing data with a best guess
• Estimate the parameters for the complete data set
• Re-guess missing data with the estimated

parameters
• Repeat until convergence

• May need many iterations

• Available (partly) in many statistical software 
packages
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Schafer and Graham Table 4
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MI (Multiple Imputation), Rubin (1987)

• Create m > 1 (for example m=5) data sets by single 
imputation from the conditional distribution

• Analyse each data set by a complete data method
• Combine the results using simple artihmetric to 

obtain overall estimates reflecting missing data 
uncertainty and finite-sample variations.
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MI - advantages

• Retains the attractive of single imputation from 
conditional distribution

• A single imputed set may be randomly atypical
• Does not underestimate uncertainty
• Unlike other Monte Carlo methods, few repetitions

are needed.
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Rubin’s (1987) rules for combining estimates and variances 
 
Q = the population quantity of interest, ˆ( )U Var Q=  
 
m estimates ( )ˆ jQ , U(j), for j = 1, …, m 
 
Estimate for Q:   
 

( )
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m
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j
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= ∑  
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Average within-imputation variance   
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Between-imputation variance   
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Student’s t approximation for confidence intervals and tests for Q 
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Proper MI reflecting the uncertainty in the model parameters 
 
A single imputation is drawn from ˆ( | ; )mis obsP Y Y θ  
 
MI:  
 
simulate m plausible values (1) ( ),..., mθ θ  
draw ( )t

misY  from ( )[ | ; ]t
mis obsP Y Y θ  for t=1,…,m 

 
Bayesian approach with a prior distribution for θ   
is natural but not essential 

44

MI example, Rosner (2005), p 725-731

• 2341 elderly patients in 1988-1989
• Predict death by 1991 by multiple logistic regression
• Covariates: 

– age (years)
– male sex 
– physical performance (0 worst to 12 best)
– self assessed health (1 excellent to 4 poor)

• Physical performance data missing for 550 patients
unwilling or unable to perform the test.

45 46
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Table 13.34
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Table 13.35
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Schafer and Graham Table 5
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MI Software

• R / S-plus
• SAS 
• LISREL
• Mischellaneous free software


